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Abstract. This paper compares and investigates single-agent reinforce-
ment learning (RL) algorithms on the simple and an extended taxi prob-
lem domain, and multiagent RL algorithms on a multiagent extension
of the simple taxi problem domain we created. In particular, we ex-
tend the Policy Hill Climbing (PHC) and the Win or Learn Fast-PHC
(WoLF-PHC) algorithms by combining them with the MAXQ hierarchi-
cal decomposition and investigate their efficiency. The results are very
promising for the multiagent domain as they indicate that these two
newly-created algorithms are the most efficient ones from the algorithms
we compared.
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1 Introduction

Reinforcement learning (RL) suffers from the curse of the dimensionality, where
the addition of an extra state-action variable increases the size of the state-action
space exponentially and it also increases the time it takes to reach the optimal
policy. In order to deal with this problem, there exist three general classes of
methods that exploit domain knowledge by: i) using function approximation
to compress the value function or policy and thus generalise from previously
experienced states to ones that have never been seen, ii) decomposing a task
into a hierarchy of subtasks or learning with higher-level macro-actions, and iii)
utilising more compact representations and learn through appropriate algorithms
that use such representations.

Hierarchical methods reuse existing policies for simpler subtasks, instead of
learning policies from scratch. Therefore they may have a number of benefits such
as faster learning, learning from fewer trials and improved exploration [4]. This
area has attracted an influx of research work. Singh [17] presents an algorithm
and a modular architecture that learns the decomposition of composite Sequen-
tial Decision Tasks (SDTs), and achieves transfer of learning by sharing the
solutions of elemental SDTs across multiple composite SDTs. Dayan and Hinton
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[3] show how to create a Q-learning [20] managerial hierarchy in which high level
managers learn how to set tasks to their sub-managers who, in turn, learn how
to satisfy them. Kaelbling [10] presents the Hierarchical Distance to Goal (HDG)
algorithm, which uses a hierarchical decomposition of the state space to make
learning achieve goals more efficiently with a small penalty in path quality. Wier-
ing and Schmidhuber [21] introduced the HQ-learning algorithm, a hierarchical
extension of Q-learning, to solve partially observable Markov decision processes.
Parr [14] developed an approach to hierarchically structuring Markov Decision
Process (MDP) policies called Hierarchies of Abstract Machines (HAMs), which
exploit the theory of semi-MDPs [18], but the emphasis is on simplifying com-
plex MDPs by restricting the class of realisable policies, rather than expanding
the action choices. Sutton et al. [18] consider how learning, planning, and repre-
senting knowledge at multiple levels of temporal abstraction, can be addressed
within the mathematical framework of RL and MDPs. They extend the usual
notion of action in this framework to include options, i.e., closed-loop policies
for taking actions over a period of time. Overall, they show that options enable
temporally abstract knowledge and actions to be included in the RL framework
in a natural and general way. Dietterich [4] presents the MAXQ decomposi-
tion of the value function, which is represented by a graph with Max and Q
nodes. Max nodes with no children denote primitive actions and Max nodes
with children represent subtasks. Each @ node represents an action that can be
performed to achieve its parent’s subtask. The distinction between Max nodes
and Q nodes is needed to ensure that subtasks can be shared and reused. Andre
and Russell [1] extend the HAM method [14] and produced the Programmable
HAM (PHAM) method that allows users to constrain the policies considered by
the learning process. Hengst [8] presents the HEXQ algorithm which automati-
cally attempts to decompose and solve a model-free factored MDP hierarchically.
Ghavamzadeh and Mahadevan [7] address the issue of rational communication
behavior among autonomous agents and propose a new multi-agent hierarchical
algorithm, called COM-Cooperative Hierarchical RL (HRL) to communication
decision. Mehta et al. [11] introduced the multi-agent shared hierarchy (MASH)
framework, which generalises the MAXQ framework and allows selectively shar-
ing subtask value functions across agents. They also developed a model-based
average-reward RL algorithm for that framework. Shen et al. [16] incorporate
options in MAXQ decomposition and Mirzazadeh et al. [13] extend MAXQ-Q [4]
producing a new algorithm with less computational complexity than MAXQ-Q.
Mehta et al. [12] present the HI-MAT (Hierarchy Induction via Models and Tra-
jectories) algorithm that discovers MAXQ task hierarchies by applying dynamic
Bayesian network models to a successful trajectory from a source RL task.

Learning in the presence of multiple learners can be viewed as a problem of
a “moving target”, where the optimal policy may be changing while the agent
learns. Therefore, the normal definition of an optimal policy no longer applies,
due to the fact that it is dependent on the policies of the other agents [2]. In
many cases, the aim is for a multiagent learning system to reach a balanced state,
also known as equilibrium, where the learning algorithms converge to stationary



Hierarchical Multiagent Reinforcement Learning 3

policies. Oftentimes a stationary policy can be deterministic, however, there
are situations where we look for stochastic policies. An example from game
theory, where pure strategy (i.e., deterministic policy) equilibria do not exist, is
the famous Rock-Paper-Scissors game. In this game, the solution is to converge
to a mixed strategy (i.e., stochastic policy) equilibrium where the agents play
each action with probability 1/3. Therefore, in multiagent learning settings it
is sometimes beneficial for an agent to keep an estimate of its stochastic policy
and update it accordingly during the course of learning. This estimate of the
stochastic policy is used by the algorithms PHC (Policy Hill Climbing) [2], which
is an extension of Q-learning, and WoLF-PHC (Win or Learn Fast-PHC) [2],
which is an extension of PHC (see Section 2.3). The WoLF-PHC was empirically
shown to converge in self-play to an equilibrium even in games with multiple or
mixed policy equilibria [2].

In this paper, we explore a novel combination of the hierarchical method
MAXQ with the multiagent RL (MARL) algorithms PHC and WoLF-PHC. We
evaluate the performance of Q-learning [20], SARSA (State Action Reward State
Action) [15], PHC [2], WoLF-PHC [2], MAXQ-Q [4], as well as the two newly
created algorithms MAXQ-PHC and MAXQ-WoLF-PHC, in two single-agent
taxi domains [4,5] (shown in Figures la and 1b) and a multiagent extension of
the taxi domain we created (shown in Figure 1c).
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(a) Taxi domain (b) Extended taxi domain (c¢) Multiagent taxi domain

Fig. 1: Single-agent and multiagent taxi domains. (a) Original 5 x 5 domain
(adapted from [4]), (b) Extended 10x 10 domain, with different wall distributions
and 8 passenger locations and destinations (adapted from [5]), (¢) Multiagent
domain, where there are 2 or more taxis and passengers.

The rest of the paper is organised as follows. Section 2 describes the method-
ology we followed with a description of the taxi domain, the MAXQ hierarchical
decomposition for this domain, and the novel combination of the MAXQ hier-
archy with the algorithms PHC and WoLF-PHC. The results are presented and
analysed in Section 3, and finally in Section 4, we summarise the conclusions
and briefly discuss some issues related to this work.
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2 Methodology

For all RL algorithms we investigate in this paper, apart from the PHC and
WoLF-PHC variants, e-greedy or Boltzmann exploration is utilised. An e-greedy
exploration selects a random action in a given state with a probability €, oth-
erwise it selects the action with the highest Q-value. A Boltzmann exploration
selects an action a; from state s with probability p(a;) given by equation 1:

eQ(s,ai)/t )
P(ai) = W ( )

acA

where Q(s, a;) is the value of state s and action a;, A is the action set, and the
temperature ¢ is initialised with a temperature 7y at the beginning of an episode,
and in subsequent steps is decreased exponentially by a multiplication with a
cooling rate.

2.1 Taxi Problems

In the simple taxi problem [4] there is a 5 x 5 gridworld with four specially-
designated locations marked with numbers 1 to 4 (Figure 1a) which represent
the possible passenger locations and destinations. The taxi problem is episodic.
Initially, in each episode, each taxi starts in a randomly chosen state and each
passenger is located at one of the 4 locations (chosen randomly). The episode
continues with the execution of the wish of the passenger to be transported to one
of the four locations (also chosen randomly). The taxi must go to the passenger’s
location, pick up the passenger, go to the destination location and put down the
passenger there. The episode ends when the passenger is delivered successfully.
In the extended version of the simple taxi problem [5], there is a 10 x 10 gridworld
with eight possible passenger locations and destinations marked with numbers 1
to 8 (Figure 1b). The task is the same as the simple taxi problem with the only
difference being apart from the different wall distributions, the higher scale due
to the larger grid and the increased number of destinations. The multiagent taxi
problem (MATP) (Figure lc) is an extension of the simple taxi problem, that
we created to evaluate the MARL algorithms. In this version there exist two
or more taxis and two or more passengers. Each taxi could carry at most one
passenger at a time. The task is again the same with the only difference being
that the episode ends when all the passengers are delivered successfully.

In the single-agent taxi problems there are six primitive actions: (a) four
navigation actions that move the taxi one square, North, South, East, or West,
(b) a Pickup action, and (c) a Putdown action. In the MATP there is an ex-
tra “idle” action (d), which does not modify the position of any agent. Each
action is deterministic. There is a negative reward of -1 for each action and an
additional reward of +20 for successfully delivering the passenger. There is a
negative reward of -10 if the taxi attempts to execute the Putdown or Pickup
actions illegally. If a navigation action would cause the taxi to hit a wall, the
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position of the taxi does not change, and there is only the usual negative reward
of -1. In the MATP version, two or more taxis cannot occupy the same cell at
the same time. If they collide, they will get an additional negative reward of -20.
Then there would be a random selection of which taxi would stay at the current
position and the other taxis would go back to their previous positions. If one
of the colliding taxis has chosen one of the actions (b), (c) or (d), then surely
that taxi would be the one which will stay at the current position and the other
taxis would go back to their previous positions. MATP can be seen as a scenario
where the state is composed of n + 2k state-variables (where n is the number of
taxis and k& the number of passengers): the location of each taxi (values 0-24),
each passenger location, including the case where the passenger is in the taxi
(values 0-4, 0 means in the taxi) and each destination location (values 1-4). Thus
there will be 25" x 5 x 4F states.

Fitch et al. [6] have also explored a multiagent version of the simple taxi
domain. In their work, they specifically had two taxis and two passengers and
an extra primitive action for picking up the passengers (pickup passenger one
and pickup passenger two), whereas our version has only one pickup actions. In
[6] the four navigation actions are stochastic: with 92.5% probability they move
the taxi in the intended direction and with 7.5% probability they move the taxi
randomly in one of the other three directions, compared to our version where
the navigation actions are deterministic. Moreover, Fitch et al. [6] consider two
versions of the problem, one with and another without taxi collisions. In the
version with collisions the taxis cannot occupy the same cell at the same time as
is the case in our MATP. In particular, in their MATP version, after a collision,
all taxis stay at their previous locations, in contrast with our taxi domain where
one taxi always stays at its current position. Finally, a significant difference is
that in [6], the agents have full-observability over the joint state-action space, and
this is reflected in the Q-value estimates of the agents; in our MATP however, we
allow full-observability only over the joint state space, meaning that the agents
can observe the state, but cannot observe the other agents’ actions. While this
reduces the size of the Q-tables, it could make the problem harder.

2.2 MAXQ hierarchical decomposition in the taxi domain

Dietterich [4] proposed a hierarchical extension of Q-learning, called MAXQ-Q.
MAXQ-Q uses the MAXQ hierarchy to decompose a task into subtasks. The
MAXQ graph can effectively represent the value function of any hierarchical
policy. All taxi problems have the same task as described above and share the
same hierarchical structure. This structure contains two sub-tasks, i.e., “get the
passenger” and “deliver the passenger”, while both of them involve navigation to
one of the four locations. The top of the hierarchy starts with the MaxRoot node
which indicates the beginning of the task. From the MaxRoot node, the agent
has the choice of two “actions” that lead to the MaxGet and MaxPut nodes,
corresponding to the two sub-tasks above. From the MaxGet node the agent has
the choice of two “actions”, the pickup primitive action and the navigate sub-
task, while from the MaxPut node the agent has the choice of the navigate sub-
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task and the putdown primitive action. The navigate sub-task of MaxGet and
MaxPut leads to a MaxNavigate node which in turn leads to the four navigation
primitive actions of north, east, south and west.

In the graph of the MAXQ hierarchy, each of the Max nodes is a child of
a Q node (apart from MaxRoot) that learns the expected cumulative reward
of executing its sub-task (or primitive action) which is context dependent. In
contrast, the Max nodes learn the context independent expected cumulative
reward of their sub-tasks (or primitive actions), which is an important distinction
between the functionality of the Max and Q nodes.

2.3 Multiagent extensions that use the M AXQ hierarchy

A multiagent extension of Q-learning to play mixed strategies (i.e., probabilistic
policies) in repeated and stochastic games was proposed in [2]. This extension is
known as Policy Hill Climbing (PHC) and works by maintaining a policy table
in addition to the Q-table. The policy table can be seen as the probability of
choosing an action in a given state, therefore for each state, the sum of all policy
values is equal to 1. After the Q-values are updated with the Q-learning rule,
the policy values are updated using a learning rate parameter ¢ based on the
chosen action, and subsequently normalised in a legal probability distribution.
An extension of the PHC algorithm was additionally proposed in [2] that uses
the Win or Learn Fast (WoLF) principle, i.e., learn quickly when losing and
be cautious when winning. This is achieved by varying the learning rate § of
the policy update. More specifically, two learning rates are used, dyinning When
winning and §osing When losing, where 6josing > Owinning. The WoLF-PHC
algorithm, uses a separate table to store an estimate of the average policy over
time (see [2] for details), and to calculate when the agent is winning or losing. An
agent is winning when the expected performance of its current policy is greater
than the expected performance of its average policy. It has to be noted that a
stochastic policy (i.e., a mapping of states to distributions over the action space)
is needed in these algorithms so that the agents are able to reach mixed strategy
equilibria, while an estimate of the average stochastic policy over time is needed
to check whether the agent is losing or winning.

A hierarchical extension of Q-learning was proposed with the MAXQ de-
composition in order to learn the respective value function for each node, thus
learning a hierarchical policy [4]. As described above, the PHC and WoLF-PHC
algorithms maintain the current policy (and the average policy in the case of
WoLF-PHC) along with the value functions. Therefore, a possible combination
of the MAXQ hierarchy with the PHC or WoLF-PHC algorithms would most
probably enable the learning of a hierarchical multiagent policy. This is the
basis of the rationale of the approach we followed in this paper, where we im-
plemented this combination. More specifically, in the case of MAXQ-PHC, each
Max node contains additionally the policy of the respective node, while in the
case of MAXQ-WoLF-PHC, the average policy was also included. Thus, the se-
lection of “actions” in each node is done based on the stored policy, rather than
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an e-greedy or a boltzmann exploration schedule. To the best of our knowledge
such a combination has not previously been reported in the literature.

3 Results

3.1 Single-Agent Tasks

The Taxi Problem (TP) was run for 50 trials with 3000 episodes per trial and
the Extended Taxi Problem (ETP) was run for 30 trials with 5000 episodes per
trial. When we use e-greedy exploration, € takes the value 0.1 and when we use
Boltzmann exploration, the initial temperature 7y takes the value 80 and the
cooling rate the value 0.98, except for the MAXQ-Q algorithm; more specifically
in the TP, we used a cooling rate of 0.9 at all nodes, while in the ETP, we used
cooling rates of 0.9996 at MaxRoot and MaxPut, 0.9939 at MaxGet, and 0.9879
at MaxNavigate. These cooling rate values are the same as the ones used by
Dietterich [4] for the TP; we observed, however, that they are more effective in
the ETP rather than in the TP in our case. We did some experimentation with
these values, but more needs to be done to fine-tune them. For both TP and
ETP experiments we used a discount factor v of 0.95 for all algorithms, and a
step size « of 0.3 for Q-learning, SARSA, PHC and WoLF-PHC algorithms and
0.5 for MAXQ-Q, MAXQ-PHC and MAXQ-WoLF-PHC algorithms. The policy
learning rate ¢ was set to 0.2 for the PHC and MAXQ-PHC algorithms. For the
WoLF-PHC and MAXQ-WoLF-PHC algorithms, we set winning to 0.05 and
Olosing t0 0.2 in the TP experiments. In the ETP experiments, these values were
set to 0.01 and 0.04 for the WoLF-PHC algorithm, while for the MAXQ-WoLF-
PHC were set to 0.1 and 0.4 respectively. These values were found after some
preliminary experimentation. Table 1 shows the ranking of the algorithms based
on the median of the number of primitive time steps required to complete each
successive trial averaged over 50 and 30 trials for TP and ETP respectively, for
each algorithm.

As it can be seen, the tested algorithms have different rankings in the two
problems. The most efficient algorithm for TP is SARSA using Boltzmann ex-
ploration and the most efficient algorithm for ETP is MAXQ-Q using e-greedy
exploration with a median of 11.46 and 64 respectively. This is due to the fact
that in ETP the state-action space is bigger than the state-action space of TP,
so the agents need more time to learn. Using the MAXQ hierarchical method
we speed up learning, so the MAXQ-Q is the most efficient algorithm for ETP.
We also notice that, both Q-learning and MAXQ-Q have better results when
using an e-greedy exploration, in contrast with SARSA which has better results
when using Boltzmann exploration. This may be the case because Q-learning
and MAXQ-Q are off-policy algorithms, whereas SARSA is an on-policy algo-
rithm. This could also indicate that a more thorough investigation is needed to
fine-tune all parameters.

On a closer inspection, when the MAXQ-Q algorithm is paired with a Boltz-
mann exploration in the TP, the average number of primitive time steps over the
last 100 episodes (over all trials) converges around 34.6, whereas when e-greedy
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Table 1: Ranking of algorithms in the single-agent taxi problem. The efficiency
of each algorithm is ranked according to the median of the number of primitive
time steps required to complete each successive trial averaged over 50 and 30
trials for TP and ETP respectively. The most efficient algorithm scored 1 and
the least efficient scored 10.

Ranking Taxi Problem Extended Taxi Problem
Algorithm Median Algorithm Median
1 SARSA(boltzmann) | 11.46 | MAXQ-Q(e-greedy) 64
2 MAXQ-Q(e-greedy) | 11.86 | SARSA(boltzmann) | 94.2
3 Q-learning(e-greedy) | 12.1 | Q-learning(e-greedy) | 95.17
4 SARSA (e-greedy) 12.9 | MAXQ-WoLF-PHC |117.18
5 WoLF-PHC 14.35 MAXQ-PHC 125.93
6 PHC 14.74 SARSA (e-greedy) |130.45
7 MAXQ-PHC 16.64 PHC 163.6
8 MAXQ-WoLF-PHC | 16.88 | MAXQ-Q(boltzmann) | 169.28
9 Q-learning(boltzmann)| 21.88 |Q-learning(boltzmann)| 179.98
10 | MAXQ-Q(boltzmann) | 35.62 WoLF-PHC 220.63

exploration is used, the average number of primitive time steps over the last 100
episodes (over all trials) converges around 11. This might suggest that in the
case of Boltzmann exploration, regardless of the task, more fine-tuning needs to
be done to the exploration schedule, while decreasing step sizes could provide an
additional advantage. It has to be noted that the exploration schedule of each
Max node should be optimised separately.

The PHC and WoLF-PHC algorithms are in the middle of the ranking for
TP which means that they have respectable results for TP, even if they were
initially created to be used in MARL problems. Moreover, the WoLF-PHC with
median of 14.35 is better than the PHC algorithm with median of 14.74. This
was expected because WoLF-PHC is an extension of the PHC algorithm which
tries to improve it. Something not expected is that PHC seems to be better
than WoLF-PHC for ETP. When plotting the graphs of average steps for each
episode, we observed that the WoLF-PHC graph is smoother than the PHC
graph. Therefore, the median metric of PHC has a lower value than the median
value of WoLLF-PHC because of oscillations on the PHC curve for average steps
that occasionally reach a lower number than the respective WoLF-PHC curve.

Finally, we observe that the hierarchical algorithms MAXQ-PHC and MAXQ-
WoLF-PHC are more efficient for ETP rather than for TP. That was expected,
as hierarchy speeds up learning, so agents learn faster using these algorithms for
ETP where the state-action space is bigger than the state-action space for TP.
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Table 2: Ranking of algorithms in the multiagent taxi problem. The efficiency
of each algorithm is ranked according to the median of the number of primitive
time steps required to complete each successive trial averaged over 10 trials. The
most efficient algorithm scored 1 and the least efficient scored 7.

Ranking Algorithm Median
1 MAXQ-WoLF-PHC | 102
2 MAXQ-PHC 103
3 WoLF-PHC 133.1
4 PHC 153.4
5 Q-learning (e-greedy)| 705.4
6 MAXQ-Q(e-greedy) | 901
7 SARSA (e-greedy) |1623.9

3.2 Multiagent Tasks

The multiagent taxi problem (MATP) was run for 10 trials with 1000000 episodes
per trial. A preliminary experimentation showed that Boltzmann exploration pa-
rameters could not be obtained easily, therefore we used an e-greedy exploration.
Exploration parameter € was set to 0.1 in all algorithms except for MAXQ-Q),
for which € = 0.35 due to the fact that it could not finish a single trial with
lower values. For Q-learning, SARSA, PHC and WoLF-PHC algorithms we used
a = 0.3 and v = 0.95. For the PHC algorithm 6 = 0.2, and for WoLF-PHC
Owinning = 0.05 and djosing = 0.2. For MAXQ-PHC and MAXQ-WoLF-PHC
algorithms o = 0.5 and v = 0.9. We also used a § = 0.2 for MAXQ-PHC, and
Owinning = 0.05 and jsing = 0.2 for MAXQ-WoLF-PHC. In the case of MAXQ-
Q, we used a = 0.05 and v = 0.95. Table 2 shows the ranking of the algorithms
with regards to the median of the number of primitive time steps required to
complete each successive trial averaged over 10 trials, for each algorithm.

As we can see, the most efficient algorithms are the hierarchical, multiagent
algorithms MAXQ-WoLF-PHC and MAXQ-PHC, with medians 102 and 103
respectively. The WoLF-PHC algorithm follows with a median of 133.1, and
then the PHC algorithm with a median of 153.4. The least efficient algorithms
are the single-agent ones, i.e., Q-learning, MAXQ-Q and SARSA with medians
705.4, 901 and 1623.9 respectively. Figure 2 illustrates the performance of the
algorithms in terms of average number of steps over time. From the results in
Figure 2 we notice that the initial average number of steps in all hierarchical
methods is significantly lower, compared to the corresponding non-hierarchical
methods. In addition, we notice that all multiagent algorithms have a signifi-
cantly lower average number of steps than the single-agent algorithms during
all episodes. Interestingly, the behaviour of MAXQ-Q becomes worse over time
and this deserves to be investigated further. The results of Figure 2 clearly show
that our proposed algorithms are the most efficient for the MATP, due to the
combination of the strengths of the MAXQ decomposition and the multiagent
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Multiagent Taxi Domain
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Fig. 2: Multiagent taxi domain results.

learning component that comes from maintaining an estimate of the stochastic
policy and updating it accordingly. The single-agent algorithms have the worst
performance as expected. The results of SARSA are worse than the results of
Q-learning and this might be due to the fact that SARSA does not try to approx-
imate a greedy policy (like Q-learning), but instead to approximate a “target
policy” that is the same as its “behaviour policy”, which can be disadvantageous
in multiagent settings.

4 Discussion and Conclusions

In this paper, we investigated and compared some single-agent RL (SARL) al-
gorithms using the taxi domain and the extended taxi domain, and some MARL
algorithms using a multiagent extension of the taxi domain we created.

In particular, for the single-agent part, we first compared Q-learning and
SARSA using both e-greedy and Boltzmann exploration. We observed that Q-
learning is more efficient with e-greedy exploration compared to SARSA, which
is more efficient with Boltzmann exploration. Then we compared two multi-
agent algorithms, PHC and WoLF-PHC, and we have observed that in the
simple TP they have good results, even if they are algorithms for multiagent
problems. In addition, WoLF-PHC is more efficient than PHC as we expected,
because WoLF-PHC is an extension of PHC, which has been designed to im-
prove it. Subsequently, we investigated and compared hierarchical algorithms and
more specifically, algorithms based on the MAXQ decomposition. By trying the
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MAXQ-Q algorithm for TP and ETP we have observed that MAXQ-Q is more
efficient with e-greedy exploration than with Boltzmann exploration. Finally, we
extended the PHC and WoLF-PHC algorithms with the MAXQ decomposition
and noticed that even if the results are not so good for TP, they improved for
ETP where the state-action space increases. For the multiagent part, we first
tried the Q-learning, SARSA and MAXQ-Q algorithms using e-greedy explo-
ration and observed that agents do not learn well, something we expected since
these are algorithms for SARL. Then we compared the PHC and WoLF-PHC
algorithms and observed that WoLF-PHC is more efficient than PHC. Finally,
we compared the MAXQ-PHC and MAXQ-WoLF-PHC algorithms and observed
that MAXQ-WoLF-PHC is slightly more efficient than MAXQ-PHC. Certainly
a direct comparison with other studies using a multiagent taxi domain cannot
be made, as their results are reported in a different way (see for example [6]).

In conclusion, our results have demonstrated that as the state-action space
grows, the MAXQ decomposition becomes more useful, because MAXQ speeds
up learning. Thus, agents learn faster when they use the MAXQ decomposi-
tion in both SARL and MARL problems. Additionally, in MARL problems, the
introduction of the WoLF-PHC mechanism creates more adaptive agents.

Combining agents which use different algorithms could be further explored
(heterogeneous settings). This would demonstrate how the behaviour of each
agent would change and if agents can cooperate with other agents that use dif-
ferent algorithms. In the algorithms we used, the agents do not communicate. It
would be worthwhile implementing an algorithm which gives the opportunity for
agents to communicate, such as WoLF-Partial Sharing Policy (WoLF-PSP) [9]
which is an extension of WoLF-PHC. This algorithm could undergo hierarchical
extension using the MAXQ decomposition. Moreover, on-policy versions of the
PHC and WoLF-PHC algorithms could be implemented and investigated, that
combine the on-policy sampling mechanism of the SARSA algorithm, and the
policy update mechanisms of the PHC and WoLF-PHC algorithms respectively.
Furthermore, they could be extended hierarchically using the MAXQ decom-
position. Additionally, the combination of methods that automatically find the
hierarchical structure of the task (such as [8], [12]), with the WoLF-PHC mecha-
nism could be explored as well. Finally, directed exploration methods [19] could
be utilised and compared with the undirected exploration methods we used in
this study (i.e., Boltzmann and e-greedy).

It has to be noted that the curse of dimensionality is still a major problem
for the work presented in this paper, since only lookup tables have been used
rather than any form of function approximation. To illustrate the explosion of
the state space, let us consider using the multiagent task in the extended taxi
problem domain. A simple calculation would require 2.703GB of RAM per table
(Q-table, policy or average policy), per agent. In addition, as it is well known,
the explosion of state-action space does cause generalisation problems. For these
reasons, it would be very beneficial if state abstraction or function approximation
approaches are employed to our study above in order to reduce the number of
parameters needed to achieve generalisation in such large state-action spaces.
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